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How to use this CameraCalibrator Operational Guide 

Introduction  

 

 

 

 

 

Conducting a Calibration Project ï there are three options here, automated calibration using 

targets, automatic targetless calibration and calibration using manual image measurement 

 

 

 

 

 

 

 

 

 

 

 

 

 

This concludes the basic camera calibration process, with further stages being optional 

 

Step 5: Analysis and output from Camera Self-Calibration, Section 5, page *** 

 

 

 
  

Automatic Calibration 

using targets (coded + 

uncoded) 

Section 3, page 12 

Automatic Targetless 

Calibration using 

feature-based matching 

Section 4, page 16 

Calibration via manual 

image measurement, using 

targets or natural features  

Appendix B, page 35 

STEP 1: Read Section 1, Overview of Automatic Camera Calibration, to familiarize 

yourself with the basic photogrammetric technology and requirements 

 

STEP 2: Review the Quick Reference to Menus, Toolbar Buttons, Cursors and the Image 

and 3D Views provided in Appendix A, page 30 

 

STEP 3: Follow the project set-up described in Section 2, page 9 and conduct 

photography  

 

STEP 5: Output of camera calibration results, Section 5, page 20; projectname.cal and 

projectname.txt files generated when project is saved. Calibration report generated. 

 

OPTIONAL STEP 6: Set absolute scale and XYZ axes alignment ï primarily for 

indication of associated accuracy attained in photogrammetric 3D point determination 

within the self-calibrating bundle adjustment, Section 6, page 21 

 

OPTIONAL STEP 7: Additional runs of self-calibrating bundle adjustment and output of 

further refined camera calibration parameters, Section 7, page 24; projectname.cal and 

projectname.txt files generated when project is saved. Calibration report generated. 

 

 

STEP 4: With acquired images loaded into the project, perform image measurement, 

network orientation and self-calibration via one of the following three options 

 

OPTIONAL STEP 8: Camera self-calibration in the presence of object space constraints, 

namely camera station positions and ground control points, with a focus of calibration for 

UAV/drone photogrammetry, Section 8, page 27 
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Calibration Network: Image and Object Point Configuration 

 

 

  

Multi-station convergent 

imaging configuration 
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1.  Overview of Automatic Camera Calibration 

Two options are available within the CameraCalibrator for automatic camera calibration, one employs 

targets and the other is targetless. The principles for each are the same, since the recovery of camera 

calibration parameters is via a self-calibrating bundle adjustment in both cases. 

1.1  Basic Rules for Camera Setting for Self-Calibration 

There are four basic rules that apply to recording images for camera self-calibration: 

¶ The camera lens should not be refocused during the photography session (Autofocus turned off). 

¶ Similarly, the lens zoom should not be adjusted during the photography session. 

¶ If the camera has an óauto rotateô function, which digitally rotates the recorded image, the function 
should be turned off (Autorotate turned off). 

¶ The imagery should be recorded at the highest possible resolution (i.e. image size) and highest 

quality. For example, a 16 megapixel camera should record 16 megapixel images at a highest 

possible image quality (JPEG image format is fine). 

If retro-reflective targets are to be used, the camera will require a flash. If the flash is too bright and its 

intensity cannot be controlled, sometimes taping a small piece of white paper over the flash will cut 

down the intensity so as to not saturate the retrotargets. 

1.2 Camera Setup and Scene Layout  

If a target array is being employed, the following should be kept in mind: 

¶ Number of targets. A mixed set of 30-50 different coded targets (also called ócodesô) or single ódotô 

targets is required for automatic calibration. Note that retroreflective codes are re-usable and by 

affixing codes to plastic backings, they will last a lot longer, and remain flat. Whereas a minimum 

number of codes for a mixed target range might be 10, it is possible to have the target array 

comprising only codes. The target dots should be at least 5 pixels in diameter in the images. 

¶ Shape of the target array. It is preferable for the target field to have ódepthô, for example having 

some of the targets out of the plane by 10-20% of the photographic distance. A target array with 

3D distribution is much more desirable than a planar array (see Figure 1.1) 

¶ Camera-to-object distance. The size of the target field will depend upon the distance from which 

images are to be taken. To determine this, first set the camera at the focus and zoom setting that 

you intend to use for subsequent photogrammetric measurement, as it is critical to calibrate the 

camera at the same zoom/focus that will be normally be employed. Typically, the focus will be 

set to infinity and the zoom at one of its óhard stopsô, usually zoomed fully out (widest field of 

view). Once these settings are made the operator can balance the requirements of imaging distance 

versus target field dimensions. Note that in determining the distance, the sharpness of focus in the 

images is not of paramount importance if targets are employed. An accurate calibration can be 

performed with slightly defocused images. This can arise from infinity focus being set, but then 

the camera used over a distance of only 3-4m or so. 

¶ Both target array stability and fixed focus/zoom are very important. The targets cannot be allowed 

to move at all. If the camera has a manual focus or focus lock, it is very useful to set this and then 

leave it set for the subsequent 3D measurement projects. Also, attention needs to be given to 

lighting, with images displaying optimal target intensities and underexposure, depending on the 

coded target material being used. Experiment with your camera & lens settings to determine 

optimal values. 

¶ A suitable image network geometry for camera calibration is shown by the 12-station network in 

Figure 1.1. The convergence angle (both horizontal and vertical, if feasible) between the outer 

rays should be 70ę to 100ę; it is also very desirable to have convergence in both directions. 
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¶ Note the use of orthogonal roll angles for the camera; three images are in ólandscapeô orientation, 

and nine in óportraitô. It is absolutely critical that this 90ę variation of roll angle is present. It 

is not important which images are rolled 90ę, but a reasonable number should be. 

¶ A sufficient number of images is generally 10-12. Due to the process being automatic, there is 

essentially no cost in time in adding additional images, so even 30 images is practical. 

¶ The target field should fill as much of the image format as possible in each image. It does not 

matter if some points are missed on certain images, but it is important to have image point coverage 

throughout the full format of the focal plane. 

¶ Camera calibration should be performed periodically, say every 3-6 months for normal digital 

cameras, or more often if the camera is accidentally dropped or it is used in a relatively rough 

environment. 
 

     

Figure 1.1 

In the case of targetless orientation and self-calibration, the geometric requirements remain the same, 

with two special considerations: firstly, the scene must be richly textured to support feature detector-

base image matching, and also the convergence angle may need to be lessened for the same reason. To 

compensate to some degree for the lessened convergence, additional images can be added, as indicated 

by the network geometry in Figure 1.2 
 

   

Figure 1.2 
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1.3  Calibration Process 

The basic procedure for fully automatic camera calibration within the CameraCalibrator follows 

closely that for a normal automatic photogrammetric measurement: 

i) Establish the target array or object scene for targetless orientation. The principle of a well-

spread point array which fills the image format and is preferably non-planar should be adhered 

to. A suitable array is shown in Figure 1.1. (If codes-only are to be employed, as in the AutoCal 

procedure, the use of more than 15-20 codes would be warranted). 

ii)  Determine the camera station geometry and record the images as JPEGS (at full resolution and 

highest quality). The primary items to remember are that: a) the camera station network provides 

strong convergence angles; b) The images are taken such that at least one-third of them are órolledô 

(90ę rotation); c) the codes are distinguishable with each code dot being of high contrast and 

larger than 5 pixels in diameter in the imagery, or the targetless scene has good texture for image 

matching; and d) it is preferable if all codes do not lie in the same plane. 

iii)  Load the images into a new CameraCalibrator project, as described in Chapter 2. At this point 

the project camera will have been identified and the image thumbnails will be displayed in the 

thumbnail window. 

iv) The automatic image measurement and camera self-calibration process is initiated, the exact 

procedure for which will be described in Chapter 3 for automatic calibration via coded targets, 

and in Chapter 4 for targetless orientation. Appendix B describes self-calibration via manual 

image measurement.  

v) The derived camera calibration parameters may be any or all of those listed in the dialog below, 

Figure 1.3, which is obtained by double-clicking on the camera icon (see Chapter 2). The 

corresponding image coordinate correction functions are provided in Appendix C on page 45. 

 

Figures 1.3 

¶ Focal Length and Principal Point Coordinates. The principal point offsets indicate by how 

far the optical axis of the lens is displaced from the centre of the image format. Generally xp 

and yp are close to zero (e.g. 0.5mm or less). The ófocal lengthô actually refers to the Principal 

Distance, which changes with focusing. The nominal lens focal length usually relates to 

infinity focus. 
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¶ Radial Distortion. The three parameters K1, K2 and K3 describe the radial lens distortion 

correction for the camera lens. Radial distortion can reach significant levels in digital camera 

lenses and it needs to be corrected when computing 3D point position to even modest accuracy 

levels. Radial distortion also varies with focusing which is a further reason not to alter focus 

or zoom within a measurement network. Note that there are also two additional radial 

distortion parameters, K4 and K5, which are only appropriate for fisheye lenses with fields of 

view of up to approximately 130o. Fisheye lens calibration will be discussed in a following 

section. 

¶ Decentering Distortion. The parameters P1 and P2 express the effect of the decentering of 

optical elements within the lens assembly. This error source is generally quite small and can 

typically be ignored in all but high accuracy applications.  Thus, P1 and P2 can often be 

constrained to zero. 

¶ Linear Distortion. The parameters B1 and B2 effectively model any relative error in the 

specified pixel size. They can generally be set ófixedô to zero and ignored. 

The calibration parameters resulting from the Self-Calibration can be viewed in the Camera 

Parameters dialog (Figure 1.3) by double-clicking on the camera icon. 

vi) Save the calibration data. Upon completion of the calibration run the user is asked whether they 

wish to update the local camera database with the new calibration data. The normal response 

would be Yes. The project can then be saved.  

vii)  Export a full camera calibration report in PDF format by selecting Export PDF Report (Figure 

1.3) 

1.4  Fisheye Lens Calibration 

CameraCalibrator supports the self-calibration of fisheye lenses up to a maximum field of view of 

around 1300, under the implicit assumption that the lens adheres to a central perspective projection. The 

parameters K4 and K5 model the 9th and 11th order radial distortion effects, and they should only be 

employed for fisheye camera networks where the geometry of the multi-image configuration is strong 

and there are a lot of degrees of freedom, ie many camera stations and many points well distributed in 

three dimensions. Fisheye camera self-calibration is a very specialized application of the 

CameraCalibrator and it requires that considerable attention be paid to network design and quality of 

imagery. For all other lenses (non-fisheye), the parameters K4 and K5 should be ófixedô to zero.  

2.  CameraCalibrator Setup  

This chapter describes the procedure for initiating a CameraCalibrator project and importing the 

images into the project. The steps beyond that point will depend upon whether a targeted, targetless or 

manual image measurement approach is adopted, and these will be described in Chapters 3 and 4, and 

Appendix B, respectively. 

2.1  Importing Project Images 

Upon running the CameraCalibrator and commencing a new project, the operator first selects File|New 

from the main File pull-down menu. The first function to perform is the importing of selected images 

into the project. This is carried out as follows: 

¶ If the project is new, CameraCalibrator will initiate the Import Images function. Alternatively, 

this can be selected with File|Import Images for an existing project. 

¶ The user then selects from the Image Browser the folder holding the images. At this point the 

window shown in Figure 2.1 appears. An image in the Select Image(s) list is transferred into the 

project by first highlighting the image or images and then selecting the ó>ô button. The ó>>ô button 
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moves all images into the project. Similarly, the ó<ô button moves highlighted images out of the 

project list, and ó<<ô removes all images. 

¶ A single image at a time can be selected, or multiple images can be highlighted by either dragging 

the mouse over the images (as shown in Figure 2.1; left-mouse click and drag) or holding down 

the CTRL key while selecting multiple images. Holding down the SHIFT key means all images 

between the two selected images will be highlighted. 

¶ CameraCalibrator currently supports JPEG (*.jpg) and TIFF (*.tif) image formats.  
 

 

Figure 2.1  

¶ If the image files do not contain information which identifies the camera(s), a warning message is 

displayed. This indicates that before the importing of images into the project, camera data must be 

entered either manually, or by selecting the appropriate camera from the CameraCalibrator camera 

database.  

¶ Once the images are selected, they will appear as in Figure 2.2 and to enter them into the project 

the user selects OK.   

 

 

Figure 2.2 

¶ Image thumbnails will then be shown to the left of the workspace, below the camera icon, as 

indicated in Figure 2.3. An image or images can be displayed in the workspace by double-clicking 

the image thumbnails. 

 

 

Images are 

selected by 

highlighting 

the chosen 

óthumbnailsô 

 

Images 

selected 

for the 

project 
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Figure 2.3 

2.2  Project Settings 

CameraCalibrator has options for basic project settings, which can be accessed via Edit|Project 

Settings. The Project Settings dialog is shown in Figure 2.4. 

 

Figure 2.4 

The user can select the type of targets being employed (see Quick Reference, Appendix A8), whether 

the network is to automatically scaled via the coded targets (different target types have different coded 

target size options) and whether the origin and orientation of the XYZ object point coordinate should 

be automatically assigned via three selected coded targets. There are also other options for removing 

those scanned 2D points not resulting in a 3D position and for setting project units (mm, m, inches or 

ft). Settings can also be left at their default values for automatic target-free orientation and calibration. 

2.3  Selecting the Camera and Calibration Parameters 

The CameraCalibrator requires a camera to be assigned to the images in the project. Generally, there 

is only one camera per project, but there may be more than one. An up-to-date list of cameras and their 

key metric design characteristics is provided with the CameraCalibrator software. The operator 

generally does not have to identify the camera or cameras used in the project; this is done automatically. 

Figure 2.5 shows a sample of the list of camera parameters that can be displayed in the main window 

by double-clicking on the camera icon. Calibration values can be changed interactively, though this is 

rarely required. At the outset, there should be an approximate value for the focal length/principal 

distance and all other parameters will likely have zero values. 

Note: In situations the camera is not in the Global Camera Database, it is helpful ï though not 

mandatory ï to know the correct image pixel size. A default value of 0.005mm (5 microns) is otherwise 

assigned to pixel size and the other calibration parameters are scaled accordingly. 
  

Note: The Project 

Settings dialog can 

only be accessed when 

either an existing 

project has been 

opened or after the 

images are imported 

for a new project. 
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      Figure 2.5 

Note in Figure 2.5 that there are tick-boxes against all parameters. This allows the operator to choose 

which parameters are to be determined within the self-calibration. The most common parameter set is 

that indicated by the ófreeô parameters in the figure, namely c, xp, yp, K1, K2, K3, P1 and P2. 

3.   Automatic Calibration with Coded Targets 

3.1  Procedure 

The most common mode of operation of the CameraCalibrator is fully automatic 3D orientation, where 

a network of multiple images covering an array of object targets has been recorded with a specific 

geometric network of camera stations. An example is indicated in Figure 3.1. 

The photogrammetric network of images and object points must have the following characteristics if 

the CameraCalibrator is to perform a fully automatic measurement: 

i)  Every targetted object point must appear in two or more images that provide good ray intersection 

geometry (see Figure 3.1). The targets, both codes and single points (natural or artificial), should 

be as highly contrasted against the background as possible, for example, as is achieved with 

artificial targets, either codes or ódotsô, which are a light colour on a dark background. 

       
Figure 3.1 

ii)  There needs to be a sufficient number of coded targets, such that any five coded targets must 

appear on two or more images. It is not necessary that all codes and other targets are seen in all 

images, but codes provide the link between images so having subsets of five or more codes seen 

in two or more images is quite important. 
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iii)  A strong convergent geometry is preferable, as indicated in Figure 3.1. 

iv) In order to self-calibrate the camera(s), images must include both óportraitô and ólandscapeô 

orientations, ie the camera is rotated or órolledô 900 between images. It is not necessary to have 

exactly half with a 900 roll and half with no roll, but some of the images and preferably more than 

30% must be orthogonally rolled. 

3.2  Autoscanning Control Dialog and Parameters 

After the loading of images into a new project, the first 

operation undertaken by the CameraCalibrator is the 

scanning of images to determine image point measurements 

of codes and other candidate targets. This Autoscanning 

process has a number of control parameters, which are set via 

the dialog shown in Figure 3.2. After opening an image, the 

dialog is selected using either the Q key within the Image 

View or the pull-down Photogrammetry menu selection 

Image Scan Settings (an Image View window must be 

active). The window within the dialog shows the portion of 

the image where the user left-clicked.  

The Autoscanning parameters are: 

1) The Threshold adjustment. This is used to include only 

those target blobs whose intensity is sufficiently greater 

than the surrounding background. The threshold grey 

value step between background and a target will be 

larger for a highly reflective target. The default setting is 

20 grey values (the maximum for an 8-bit image is 255) 

and a suitable setting for retrotargets or bright white 

targets against a moderately dark background is 

anywhere from 15 to 50. 

Typically, sliding the threshold value to the right causes 

less blobs to be found, and more blobs (ie higher noise) 

are found when it is moved to the left. 

2) The Optimize! option is selected if the user wishes to 

automatically set the threshold. This feature can also 

auto-detect the type of coded targets used, though it is 

best to do this via the Project Settings. 

3) The Maximum Width (or diameter) simply specifies the largest size that a blob may have to be 

classed as a valid target. The default size is 50. The minimum size for a blob can also be set, at 3 

or more pixels. The ideal sizes for target blobs are from 5 to 30 pixels. 

4) The width-to-height or óW/Hô ratio is a measure of blob shape. A value of 1 would normally indicate 

a near-circular blob. A value of more than 3 (the default) would indicate a very thin, elongated 

blob, which is likely then to be deemed invalid.  

The image measurement tolerance parameters relate to the point measurement process and specifically 

to the determination of matching unlabelled image points. These parameters are Rank Value, 

Intersection Angle, Minimum Number of Rays and Driveback Tolerance. The function of these 

individual adjustments is as follows: 

1) The Rank Value expresses the geometric tolerance applying to the ray-intersection geometry during 

the determination of corresponding non-coded targets in multiple images. There is a range of values 

from 1 to 5, with three being the default. Basically, the smaller the value, the larger the number of 

 

Figure 3.2 
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possible point matches (for true targets and erroneous hot-spot targets). Thus, although more 

possible matches will be made, the automeasure process will slow down as this value is decreased 

towards 1. The admission of possibly many more erroneous point matches is not such a problem 

because these will usually be edited out in the final bundle adjustment. The recommended action 

here is to start with the default setting of 3. If valid target points are missed, then reduce the value 

to 2, and further reduce the value to 1 if true target points are still missed. 

2) The Intersection Angle Limit is an important tolerance to apply since it is often the case in networks 

with many images that erroneous targets arising from such factors as sun reflections are seen in 

closely adjacent images, which often means that they have very small angles of intersection. This 

is depicted in Figure 3.3, where the point out in the right side of the figure has a maximum 

intersection angle of 5 degrees. The Intersection Angle Limit can be used to omit such points. 

 

Figure 3.3 

As a recommended action, the default setting of 15 (deg.) should be used. To include points with 

a smaller intersection angle, move the slider to the left; the minimum admissible angle is 3 degrees. 

To omit more points, move the slider to the right, but note that this adjustment cannot be used to 

reject points with an intersection angle of more than 40 degrees.  

3)  Minimum Number of Rays. This setting operates the same as the intersection angle condition, 

except that here points can be omitted in situations where they do not have a sufficient number of 

intersecting rays. The minimum number of rays for automeasure is 2 and points with more than 10 

rays cannot be omitted via this adjustment. The default number, which is recommended for strong 

multi-image networks, is 4.  

4)  The Driveback Tolerance applies to the finding of image points corresponding to 3D object points. 

Based on the image orientation, the CameraCalibrator looks within a certain location for a 

candidate image point matching a given object point. The Driveback Tolerance expresses the size 

of the window in which the search will be conducted. The tolerance value goes from 1 pixel to 15 

pixels, with the default being 5 pixels. In general, this tolerance rarely needs to be adjusted. 

The Camera Calibrator has three pre-programmed Image Scanning and Automeasure Settings. These 

are Minimum Pts, which has the tightest tolerances and thus produces the fewest number of 3D points 

(those with the best quality); Maximum Pts, which has the most relaxed tolerances and thus produces 

the maximum number of matched 3D points; and Default Points, which represents the typical settings 

for retroreflective or high-contrast passive targets.  

As to when to adjust the scanning settings, the Q-selection can be carried out before or after an Autoscan 

(eg AutoCal or R++), but if after, the autoscanning must be repeated with the new settings. The 

recommended time to adjust the target detection criteria is after the images are initially loaded into the 

project, before the first autoscan. Open a representative image, make the necessary adjustments and 

then run the autoscanning via Autocal or R++. 

3.3  Two Options for Automatic Calibration via Targets 

The CameraCalibrator offers two modes of automatic, target-based calibration. The first, AutoCal, 

utilises only coded targets, whereas the second, AutoMeasure or R++, uses both codes and any validated 

single dot/blob-type targets. Thus, the latter of these is generally more comprehensive and much more 
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commonly used, but occasions my arise where it is only desired to utilise coded targets. Six to eight 

codes or more per image is a recommended minimum. 

3.3.1 R++ 

The AutoMeasure process is initiated by selecting R++ on the toolbar. The operator then selects Begin, 

as shown in Figure 3.4. Once the operation is complete, as indicated by the Calibration é completed 

dialog, the operator can review the brief results summary and select Close. 

           

                                   

Figure 3.4  

The basic 3D photogrammetric network is now measured, and displayed in the 3D View. This means 

that its shape is determined, but not its size or alignment with a chosen XYZ coordinate system. The 

operator can assess the results of the photogrammetric orientation and self-calibration by referring to 

the Results Summary, which is accessed from the S toolbar button.  

Note: The recovery of camera calibration parameters is independent of absolute scale and coordinate 

alignment within the object space. However, since the CameraCalibrator provides an estimate of the 

photogrammetric triangulation accuracy attained in the XYZ object point coordinates, it may be useful 

to correctly scale the object point coordinate system and nominally align the axes via the 3-2-1 process 

(see Section 6 on page 21). 

The project should be saved at this point, via the normal File|Save function. The project file, which can 

be reopened at any time is called projectname.cal. 
 

3.3.2  AutoCal 

Automatic orientation and calibration utilising only coded targets is initiated by choosing AutoCal from 

the pull-down Photogrammetry menu. This process concludes with a listing of the updated camera 

parameters, as shown in Figure 3.5.  
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Figure 3.5  

4.  Targetless Automatic Calibration  

A feature-based matching (FBM) approach has been implemented in the CameraCalibrator to facilitate 

fully automatic multi-image network orientation and camera calibration without the use of artificial 

targets. An example self-calibration network is shown in Figure 4.1. The first thing to note in the figure 

is the very large number of object points, generally totalling several hundred to several thousand. In this 

case the total is just under 9000. 

 

Figure 4.1 

 

Whereas the automated target-free self-calibration functionality offers a lot of flexibility, success with 

the process is still contingent upon having both suitable network geometry and images with sufficient 

texture variation to enable unambiguous feature detector-based matching. The operational steps that 

follow the importing of images and the setting of desired calibration parameters (free or fixed) are as 

follows: 

4.1  Initiating Automatic Targetless Orientation 

Select the  toolbar button to initiate automatic orientation. This will bring up the Target-Free 

Workflow Dialog shown in Figure 4.2. It is not necessary to alter the Image Scan Settings (Q) for FBM. 


